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Abstract

We measure market integration at a firm-level for all US companies with the rest
of the world. While we observe that integration increased through the years for
the US as a whole, there are differences across firms according to their character-
istics. Past research indicates that large firms, significant exporters and firms held
primarily by institutional investors are more integrated. However, not all charac-
teristics affect integration to the same degree. As such, we characterize the key
factors that account for most of the total panel variation of firm-level integration.
The corporate spread between BAA and AAA bond indices is the most impor-
tant variable that determines the level of integration of a stock followed by size,
institutional ownership and foreign sales. When we categorize our variables into
groups, we find that Macro, Market and Ownership variables matter the most. In
general, Macro variables are the primary drivers of US integration levels and have

an effect that is larger than any firm characteristic.
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1. Introduction

Market integration across countries has been studied extensively over the past
decades. The literature has established that the globalization trend at the end of
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the 20th and start of the 21st century led to increased financial integration for both
Developed (DM) and Emerging Markets (EM) (see for example Pukthuanthong
and Roll, 2009 and Christoffersen et al., 2014). Furthermore, Bekaert et al. (2011)
and Akbari et al. (2021) characterize the factors that drive country-level integra-
tion. However, integration at the firm-level has been overlooked with very few
exceptions. Thus a fundamental question arises: how does integration vary across
firms within the same country? Further, if there are cross-sectional differences,
which determinants explain them?

The vast majority of papers in the related literature focus on the trend and
determinants of integration at the country rather than at the firm level. There
are two distinct strands; one that studies the trend of integration across markets
and time (Longin and Solnik, 1995; Goetzmann et al., 2001; Obstfeld and Taylor,
2003; Quinn and Voth, 2008; Christoffersen et al., 2014; Bartram and Wang, 2015;
Rangvid et al., 2016) and another that characterizes the drivers of that trend
(Bracker et al., 1999; Pretorius, 2002; Forbes and Chinn, 2004; Chambet and
Gibson, 2008; Bekaert et al., 2011; Bartram and Wang, 2015; Akbari et al., 2021).
These studies have established that financial and economic integration of both
Developed and Emerging markets (DMs and EMs, respectively) increased over the
past few decades while international trade and equity market openess are two of
the biggest drivers of country-level integration.

In contrast to the above literature, very few papers explicitly study integration
at the firm-level and those that do, focus only on one dimension of the problem at
a time. For example, both Brooks and Negro (2006) and Di Giovanni et al. (2018)
examine the positive effect of the international activity of a firm on its integration
with the world, as proxied by foreign sales and assets or the establishment of
foreign subsidiaries. Specifically, Brooks and Negro (2006) estimate a latent factor
model with global, country and industry factors for samples of stocks that are
sorted based on the level of internationalization of the firm proxied by foreign
sales, assets and income ratio. They find that stocks belonging to the top quartile
comove more with global factors than those that belong to the bottom one. On the
other hand Di Giovanni et al. (2018) use a proprietary dataset of both private and
public French firms and establish that at the micro level, the correlation between a

firm and a foreign country is positively related to trade and multinational linkages



in terms of subsidiaries with the foreign country. Both studies offer strong evidence
of the firm-level relation between integration and internationalization.

Separately, size has been found to have a positive effect on the integration of a
firm with international markets. For example, Huang (2007) use the single-factor
conditional asset pricing model of Harvey (1991) to test whether country large-,
mid- and small-cap portfolios are priced globally and find that only the returns
of the large-cap stocks are related to the world price of the covariance risk. This
means that financial integration between markets are due to large cap stocks. In
a similar vein, Eun et al. (2008) find that the correlation of small-cap stocks with
other small-caps or large-caps is much lower than the correlation between large-
caps. A size effect is also documented by Di Giovanni et al. (2017) who show that
the top 100 largest firms contribute substantially to the business cycle comovement
of France and its foreign partners.

In addition, institutional ownership as established by Faias and Ferreira (2017)
and Anton and Polk (2014), also plays a crucial role on increasing international
capital market integration. Faias and Ferreira (2017) sort stocks into low and high
institutional ownership (I0) groups and fit a factor model with global, country
and industry effects within each IO group. They show that the relative impor-
tance of global-to-country effects is higher in the high IO group where the marginal
investor is most likely to be an institution. The higher global component of re-
turns of high IO stocks is a testament of increased cross-country correlation and
the power of institutions to contribute to the convergence of prices. Anton and
Polk (2014) study the comovement of commonly owned stocks by constructing a
foreign ownership portfolio that takes into account these common ownership link-
ages. Commonly owned stocks constitute an “investment habitat” and the foreign
ownership portfolio behaves like a common factor for these stocks emphasizing
the role of institutions on comovement. While the literature suggests that size,
importing and exporting activity, as well as institutional ownership, dictate the
relationship of a firm with international markets, no study has jointly assessed and
disentangled the importance of those firm characteristics in explaining firm-level
integration.

Identifying the characteristics of the stocks that are more integrated with for-

eign markets is of fundamental importance for global investors. Highly integrated



stocks comove more with international markets and thus their benefits in terms of
diversification will be less than that of the typical stock. As detailed, past research
indicates that large firms and those that are significant exporters held mostly by
institutions are more integrated with the world and, as such, these firms consti-
tute poor global diversification choices. However, one should not expect that these
characteristics exert the same strength on firm-level integration and it remains to
be seen which matter more.

Our study makes an important contribution to the existing literature on market
integration. It represents the first to explicitly investigate the financial integra-
tion of firms with respect to foreign markets along with the underlying country-
and firm-specific characteristics that can explain its variation. Thus, our research
strongly contrasts with prior literature that mostly focuses on the determinants of
market-level integration only (Bekaert et al., 2011; Akbari et al., 2021) as we ex-
plore the role of both firm- and country-level variables in fitting the measured firm
integration. Our primary objective is to establish which factors matter most; for
instance, are macroeconomic variables which are country-specific more important
in explaining the panel variation of firm-level integration or are firm characteristics
equally important? Our framework of analysis provides insights on this question
that are robust to model selection techniques.

First, we measure the integration of a firm with respect to foreign markets
annually using the R-square methodology of Pukthuanthong and Roll (2009) for
all US domiciled and public traded stocks for the period 1999-2019. Specifically,
we regress the daily returns of a firm in a year against the first 5 out-of-sample
principal components of 10 international market indices excluding the US. The
principal components proxy the foreign factors and the R-square of that regression
is our measure of integration.! By definition, the R-square captures the percentage
of the variation of a stock’s returns in a year that is explained by the variation of
the global factors’ returns. The higher the adjusted R-square is for a stock, the

more integrated it is with the global economy.

'We also use simple correlations as an alternative to the R-square measure with results being
consistent. The correlation is computed between daily stock returns and the Fama-French world
market factor excluding the US.



In the second part of our analysis, we apply the general-to-specific (GETS)
algorithm of Bekaert et al. (2011) using the stock-level R-square measure and a
comprehensive dataset that includes 43 firm characteristics and 6 macroeconomic
variables in order to determine the importance of each variable in explaining the
panel variation of firm-level integration. With machine learning having many ben-
efits and being widely used recently in finance (Akbari et al., 2021; Avramov
et al., 2021; Olson et al., 2021), we also use random forest regression as an alterna-
tive variable selection technique to compliment GETS with consistent results. Our
dataset includes strong candidates as determinants of firm-level integration such as
size, foreign sales and foreign sales ratio as proxies for the exporting activity of the
firm as well as total and foreign institutional ownership, among others. Macroe-
conomic variables such as the corporate spread between BAA and AAA bonds
(Bekaert et al., 2011) and the dollar amount of US exports and imports to GDP
(Bekaert and Harvey, 1995) are also included. We also include value, investment,
profitability and intangibles variables, not all necessarily related to integration, for
two reasons: i) to increase the hurdle for our model to select the most important
variables and ii) to control for firm characteristics that have been found to generate
anomalous returns. The associated portfolio returns of anomalous characteristics
cannot be fully explained by well established factors (Hou et al., 2015) meaning
that the R-square of factor models against portfolios sorted by these characteristics
will vary. We wish to control for this kind of variation in our R-square framework.

Our primary objective is to establish which determinants matter most in ex-
plaining firm-level integration with the world and, for that purpose, we rank vari-
ables in terms of their importance using a variety of measures. In our empirical
setting, the strength of the relationship between the variables strongly motivated
by the literature and firm-level integration can be assessed jointly instead of uni-
laterally as it has been the case in previous studies. We assess the strength of
the link between our variables and integration by applying the general-to-specific
(GETS) algorithm of Bekaert et al. (2011). Bekaert et al. (2011) have used GETS
at country-level characteristics only while we use it at mainly at firm-level char-
acteristics. GETS constitutes a “testing-down” procedure that, in multiple steps,
eliminates variables with coefficient estimates that are not statistically significant,

until it reaches to a parsimonious model with mostly significant regressors. It rep-



resents a class of linear models and, as such, it yields interpretable ordinary least
square coefficients at every stage of its estimation including the final model. The
high interpretability of this algorithm is its main advantage. To complement the
shortcomings of linear modeling, we also use random forest regression techniques
to account for both non-linear effects and multicollinearity issues with our findings
remaining largely unchanged.

Our results can be summarized as follows. We find that the corporate spread
is the most important determinant of the level of firm integration and it explains
32% of the total panel variation closely followed by size, which explains 31% of
the R-square variation and is the single most important firm-specific variable that
determines the relation between a firm and the rest of the world. Total institutional
ownership and foreign sales follow size with an explanatory power of 14% and 8% in
the GETS model, respectively. Thus, even though a positive and significant effect
on integration is established as expected for size (Di Giovanni et al., 2017; Eun
et al., 2008), foreign sales (Brooks and Negro, 2006) and institutional ownership
(Faias and Ferreira, 2017), there is a large difference between them in terms of
their importance as determinants of firm-level integration.

We further study variables as groups. Aggregation of individual variables allows
us to see which categories have the strongest relationship with firm integration.
The variables are grouped into eight broad categories that include macroeconomic
(Macro), price and return related (Market), export related (Business), institu-
tional ownership (Ownership), value ( Value), intangibles (Intangibles), investment
(Investment) and profitability (Profitability) variables. Variables are categorized
in groups based on their economic content; for example, market capitalization and
coskewness are price and return based variables while the corporate default spread
and the number of internet users capture the macroeconomic environment of the
US. In general, the variables that belong to the same group are correlated but it
can be the case that they do not proxy for the same informational content and thus

aggregating them allows us to harvest all available information within a group.?

2For example, Hou et al. (2020) classify anomalies into categories and then test their ability to
be replicated using acommon framework. Their economic categorization of anomalies which we
adopt for the Value, Investment and Profitability variables is consistent with statistical clustering
and principle component analysis meaning that the information content of these anomalies is very



We find that integration is driven primarily by Macro, Market and Ownership
variables that are always the top 3 most important groups by a large margin. Their
overall contribution in the GETS model is 41%, 34% and 11%, respectively, while
the Business group that includes foreign sales, contributes only 8% to the fit. The
fact that Business variables, which are de jure measures of economic integration,
always fall behind Ownership variables such as total or foreign institutional own-
ership, highlights the role of institutional investors as agents of globalization. In
other words, we find that, besides the macroeconomic environment, larger market
cap firms that are mostly owned by institutions and are big exporters, are more
sensitive to foreign shocks than their counterparts. Findings are unchanged after
examining the effect of various robustness adjustments.

The paper is organized as follows. In Section 2 we discuss how we measure
integration at the firm level. Section 3 describes the data and the construction
of variables used in our analysis. Section 3.1 describes the algorithms and the
methods used to determine the most important determinants of integration. Sec-
tion 4.1 documents the upward trend of integration in the US while Section 4.2
summarizes, motivates and examines the set of plausible explanatory variables of
firm-level integration in an univariate setting. Section 4.3 presents our empiri-
cal findings in a multivariate framework. We discuss several robustness checks in

Section 5 and we conclude in Section 6.

2. Measuring firm-level integration

We employ the R-square methodology of Pukthuanthong and Roll (2009) to
measure integration at the firm level. The R-square; , measure for firm i at period
t is estimated on an annual frequency using daily returns from July of year t-1
to June of year t. The advantage of the July-June scheme is that it allows us to
match our R-square measure with the most recent accounting information for a
firm as in Fama and French (1993).

Daily returns of time period t are regressed against the first M Principal Com-

ponents (PCs) constructed by the Principal Component Vectors (PCVs) of the

similar but not exactly the same.



market return matrix of the previous period t-1. The return matrix includes the
international market indices of the 10 most developed countries except the US.
3 The 10 countries are Australia, Canada, France, Germany, Hong Kong, Italy,
Japan, Singapore, Switzerland, and the UK. We gather their daily return series
data converted to US dollars from Thomson Reuters Datastream for 1977-2019.
In the original paper of Pukthuanthong and Roll (2009), the daily return matrix
of eastern countries is augmented by the lagged returns of western markets. In our
case, lagged returns are not included in the return matrix X; since the US market
is the last trading market in a given day. In that framework, the M Principal
Components as estimated from only international markets are treated as global

factors that proxy the world economic environment.

Tit = thi,t el + €it (2.1)

where 7;; € RYNitX1 is a column vector of the returns of stock i at period t, ¢ is the
constant term, 1 is a RVt vector of ones, F, € RV*M ig the principal component
matrix and €;; is the error term. N;; is the number of stock returns used in the
regression and it varies across stocks i and time t. The matrix F; is calculated
as F, = tit_l where ]575_1 € REXM g the principal component vector matrix of
the covariance matrix of the Market Index returns X;_; of the previous period or
the eigenvector matrix of (Xt,l — Xt,l)T (Xt,l — X},l) where X;_; demeans the
columns of X;_; € RM-1*K_ The PCs that we construct are out-of-sample since
we apply the PCVs of the previous period t-1 to the demeaned return market
index matrix of the current period t. A valid R-square measure is computed when
the number of daily observations for a stock in a given year exceeds 50, IV;; > 50.

By definition, the R-square captures the percentage of the variation of a stock’s
returns in a year that is explained by the variation of the global factors’ returns.
Intuitively, the R-square in that setting measures how much global factors affect

a US stock by incorporating all international markets in a single regression. The

3In an alternative specification, we have also used all available MSCI indices to construct
foreign global factors. When the MSCI indices are used, we find that the resulting R-square
measure gives similar findings, and has a 91% correlation with that calculated from just the 10
indices.



measure has a simple and direct interpretation. The higher the adjusted R-square
is for a stock, the more integrated it is with the global economy as proxied by
the out-of-sample principal components of the international indices. A value of 1
corresponds to total integration while a value of 0 to no integration. Since we use
the adjusted R-square to define firm-level integration instead of just the R-square,
no integration can correspond to negative values.

In principle, the global factors are not known. We proxy the global factors
as the first five (M=5) principal components in our integration regressions in Eq.
2.1 since five eigenvectors are typically enough to explain on average 85% of the

variation in our set of equity index returns.*

3. Data

We construct a comprehensive list of 43 firm characteristics sourced from the
intersection of CRSP, Compustat and FactSet that we summarize in Table 1. We
use a dataset that contains a variety of variables, not all necessarily related to inte-
gration, in order to increase the hurdle for our models to select the most important
determinants of firm-level integration. For that purpose, we construct variables
found in Hou et al. (2015) who use the most representative firm-level anomalies in
their tests. Our measure of integration is essentially a measure of goodness of fit
of a naive international asset pricing model to US stock returns. Anomalous firm-
specific variables and their associated long-short portfolio (anomaly) have been
found to generate abnormal returns and low R-square values against well estab-
lished asset pricing factors (Hou et al., 2015). Thus these anomalous characteristics
are best suited to be used as controls. The variables are further categorized into
groups. The groups are Market, Business, Qwnership, Investment, Profitability
and Intangibles. We also expand their dataset by defining the Business group
that includes foreign sales and the foreign sales ratio as well as the Qwnership

group that contains institutional ownership related variables. Size, foreign sales

4For example, Pukthuanthong and Roll (2009) use the first 10 principal components that
capture on average 90% of the total variation of the market return matrix. They also explain
that the first 10 components correspond to the 10 largest industries that capture most of the
global shocks.



and institutional ownership variables are assumed to be the strongest determinants
of firm-level integration based on the previous literature. We provide a detailed
description of that literature in later sections.

Finally, we use six US macroeconomic variables from Bekaert et al. (2011)
that are found to be important in explaining the panel variation of country-level
integration in their study, for a total list of 49 variables. These variables include
the default spread, the VIX and the Risk Aversion index of Bekaert et al. (2021)
which is an updated version of the Risk Aversion index found in Bekaert et al.
(2011). They have been used in the literature to capture innovations that forecast
future changes in the investment opportunity set under the framework of the In-
tertemporal Capital Asset Pricing Model of Merton (1973). For example, Petkova
(2006) used the innovations of the default spread among other state variables that
describe investment opportunities in her study and found that these variables can
explain better the cross-section of returns than the Fama-French HML and SMB
factors. Bekaert et al. (2021) define the Risk Aversion index and relate it to
changes in risk aversion which is one of the components of the asset pricing ker-
nel based on consumption. The other country-specific variables that we include
in our analysis are the number of Internet users and the total dollar amount of
exports and imports over GDP and they both capture the globalization trend of
information and trade. The list of all 49 variables along with their categorization

into groups can be found in Table 1.
[Insert Table 1 here]

We keep only public traded firms with common shares and we require that
these firms have no missing data for any of the variables used in our analysis.
Our source of institutional ownership data is FactSet in which data is available
quarterly after March 1999 meaning that Ownership variables are available after
June 1999. Thus our final sample includes 30,000 firm-year observations that span

20 years with 1700 firms in 1999 and 1200 firms in 2019.

3.1. Variable selection models

We wish to distinguish the relative importance of a comprehensive list of vari-

ables for our measured integration without imposing strong theoretical priors. For
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that reason, we employ two separate variable selection methods to determine which
firm- or country-specific variables explain the panel variation of firm-level integra-
tion. The first approach is an OLS method in the form of a general-to-specific
(GETS) algorithm that Bekaert et al. (2011) use to find the country variables
that are most important in explaining market segmentation. The GETS model
represents a general class of linear models and as such its results can be easily in-
terpreted. The second method is the random forest regression (RFR) of Breiman
(2001) that was recently applied by Akbari et al. (2021) in the search for the
drivers of economic and financial integration. RFR has the advantage of handling
better highly correlated variables while it allows for complex non-linear interac-

tions between the candidate explanatory variables and our measure of integration.

3.1.1. General-to-specific modelling

Our aim is to find a parsimonious set of factors that best explain the variation in
integration. For that purpose, we employ the general-to-specific search algorithm
of Krolzig and Hendry (2001). The algorithm constitutes a “testing-down” process
that in multiple steps eliminates variables with coefficient estimates that are not
statistically significant, leading to a parsimonious model with mostly significant
regressors. Both the intermediate testing models as well as the final parsimonious
are linear models. Thus GETS represents a class of linear models and it yields
interpretable OLS coefficients at every stage of its estimation. The interpretability
inherited by the class of linear models is its main advantage. Appendix A provides
a more detailed discussion of the test procedure.

After we select the variables from GETS, we run the following linear panel

model with only those variables X:

R-square;; = a + B; Xt + € (3.1)

where R-square; , is the R-square of firm i at year t and boldsymbol X, is a set of
variables that have been selected by GETS.

3.1.2. Random forest regression

Our second option in search of the determinants of firm-level integration is the
Random Forest Regression (RFR) of Breiman (2001). The main advantage of RFR

11



over the general-to-specific modelling of the previous section is its ability to handle
highly correlated variables as well as non-linear interactions between independent
and dependent variables. Multicollinearity biases the coefficients and t-statistics
of the linear models of Section 3.1.1 and thus the importance of variables can be
masked. Akbari et al. (2021) discuss this issue and adopt the RFR to uncover the
drivers of financial and economic integration at the country level. RFR is based on
a random sampling and averaging procedure which reduces the model’s sensitivity
to noise and outliers. Excluding part of the data and the explanatory variables
when building each tree also corrects implicitly for the over-fitting problem. For
those reasons, RFR is applied to our list of 49 variables in order to find the
determinants of firm-level integration in the US for the period 1999-2019. The
details of the RFR implementation are presented in Appendix B.

3.1.3. Variable importance

Even though our primary goal is to find a parsimonious model to explain the
variation of integration across firms, we also wish to discover the most influential
covariates by ranking them according to a measure of variable importance. In other
words, we wish to find the variables that are the key determinants of firm-level
integration. For that purpose, we consider three different notions of importance.
The first is the overall contribution of variable j to the explained variation of
the fitted integration R-square measure of Bekaert et al. (2011). It captures
the variation that each variable can explain over the total fitted variation of the
explanatory power of the linear model. The second is the permutation test of
Breiman (2001) in which we score variable j by the difference in prediction accuracy
before and after permuting j. The permutation process breaks the relation between
variable j and the true outcome y, and as such, larger values of the permutation
test score imply greater importance for variable j. The third is the reduction in R2
(explanatory power) from setting all values of variable j to zero, while holding the
remaining model estimates fixed. The premise is that in the absence of important
variables, the fit of the model will be significantly worse. The first method is
applicable only for linear models such as GETS while the last two are generic and
they can be used for any model. The details of their definition can be found in

Appendix C.
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4. Empirical findings

4.1. Integration of US
The US integration with the world market is uncovered by aggregating the

individual integration measure of all US incorporated and publicly traded stocks
in our sample. The equal-weighted mean and standard deviation of integration
of all US firms are plotted in Figure 1 which, upon a simple visual inspection,

indicates the increasing integration of the US through the years.
[Insert Figure 1 here]

Apart from the increasing time trend of integration, two periods of inflated R-
square measures are also observed; the first period with a mean R-square of 22%
is the year 1987 when the market crashed in October in a black swan event; the
second period when the mean R-square is as high as 22% corresponds to the recent
global financial crisis of 2007-09. The effect of the mortgage crisis lasts from 2008
to 2011. It is also clear that the standard deviation of integration across firms
increases when the average level increases implying greater heterogeneity of the
sensitivity of firms to foreign markets. In the next section we study how integration

varies across firm characteristics and crisis periods.

4.2. Variables and univariate analysis

In order to give a flavour of the relationship between the variables and inte-
gration in a univariate setting, we concentrate on those variables that have been
found to be important determinants of integration in the past. As such, we present
a list of explanatory firm-specific or macroeconomic variables motivated by the lit-
erature and their expected relationship with firm-level integration. To establish
how firm characteristics affect integration, we study the cross-sectional variation
of the integration series across the dimension of portfolios based on those charac-
teristics in a univariate setting. More specifically, at the end of June of year t, we
sort stocks into quintile portfolios based on the value of a firm characteristic at
June of year t. We then calculate and plot the equal-weighted average integration
estimate of stocks within each of those portfolios. In other words, the integration

of a characteristic portfolio in the period that ends on June of year t is defined as
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R-square, , = SNt R-square; , /N, where Ny, is the number of stocks in portfolio
s and R}, is the firm-level measure of integration. In each July-June period, the
difference in average integration between the extreme portfolios is tested formally
via the non-parametric two-tailed test of Welch (1947) with the corresponding
p-values being estimated from permutations.

Some of the Market variables such as past returns as well as the Investment,
Profitability, Value and Intangibles variables are not motivated by the integration
literature at all. We have no reason to expect investment-related characteristics
such as the annual percentage change in total assets or profitability-related char-
acteristics such as gross profitability over the book-value of equity to explain firm-
level integration. However, these characteristics serve two purposes in our analysis:
(i) they are used as controls and (ii) they increase the hurdle for our models to

select the most important variables in determining firm-level integration.

4.2.1. Size

Size is one of the most important characteristics that can determine the in-
tegration of a stock due to the inherent heterogeneity between small and large
firms in many levels. Huang (2007) show that only large-caps are priced globally
meaning that small-caps are not as financially integrated as large-caps. Eun et al.
(2008) find that the correlation dynamics of small and large cap portfolios are
different; the correlation of small-cap stocks with other small-caps or large-caps
is much lower than the correlation between large-caps. Similarly, This difference
mechanically distinguishes firms with respect to size when return-based measures
of integration are used. However, this difference in integration between large and
small firms might be only the manifestation of other underlying factors. These
factors may be the exporting/importing activity of the firm or the increased lev-
els of institutional ownership and trading of its shares due to media and analyst
coverage.

For instance, Di Giovanni et al. (2017) use a proprietary French customs
dataset of 1 million firms and find that the top 100 largest firms contribute sub-
stantially to the business cycle comovement of France and its foreign partners.
These firms are more internationally connected to foreign countries through their

exporting/importing activity or multinational linkages, namely, each firm is a sub-
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sidiary of a foreign multinational, or is itself a French parent with a subsidiary
abroad. Were these direct linkages to be severed, the average correlation between
the output growth of France and the GDP growth of its trading partners would
fall by 0.10 and 25% of that is due to the top 100 firms. This finding highlights the
importance of the real economic links of a firm and the markets that it operates.

There is also evidence that large stocks attract foreign institutional investors.
Kang et al. (1997) use ownership data for Japanese incorporated stocks and find
that there is a disproportionate allocation of foreign capital in large firms instead of
smaller ones. This could be due to large cap stocks being more well-known mostly
because of their exporting activity or liquidity. Ferreira and Matos (2008) confirm
the findings of Kang et al. (1997) using an international dataset of equity holdings
for 27 countries. Institutional investors operate globally and have the ability to
change international prices, especially of the largest stocks. Even though size is
linked with institutional ownership, there is enough evidence that the ownership
channel is distinct and as such we consider it separately from size.

For the aforementioned reasons, we expect that larger firms would be more
integrated with world markets. Figure 2 plots the equal-weighted integration time
series of the quintile portfolios based on market capitalization. We highlight the
Developed Markets (DMs) recession periods as defined by NBER with grey shaded
areas. Although strongly overlapping, we choose DM recessions over US recessions
because our global setting tells a story for both the US and DMs. The 1st quintile
portfolio denoted by “Small” contains the smallest by market cap 20% of stocks
while the 5th quintile denoted by “Large” contains the largest 20%. The pattern
is clear: integration increases with size and the difference between “Small” and
“Large” portfolios is exacerbated in distress periods of Developed Markets (DMs)
indicated by the grey areas in the graph. In more detail, the integration of small
firms remains low and stable with its level never rising beyond 3.5% with the ex-
ception of 1987 and 2020. On the contrary, large firms experience a more turbulent
pattern with high levels of integration after 2000. The two-tailed non-parametric
test based on permutations rejects the equality of integration between small- and
large-cap stocks at any conventional significance level after July 1980. The aver-
age difference in integration for the same period is 10% with huge spikes in NBER

recession periods of up to 36% in magnitude.
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[Insert Figure 2 here]

4.2.2. Foreign sales

Exporting (and importing) activity creates strong economic links between a
firm and foreign markets and its importance in integration has been documented
both at the firm and country level. Brooks and Negro (2006) showed that the
more international a firm is, the more its returns co-move with a global factor.
In their paper, internationalization is defined from the foreign sales ratio which is
the ratio of sales generated abroad over the total sales of a firm and the foreign
asset ratio which is the ratio of foreign assets over total assets. In their analysis,
they regress the factor loading of the global factor against the Foreign Sales and
Foreign Assets Ratio and establish a positive and statistically significant relation
between the two.

In the same vein, Di Giovanni et al. (2018) establish that at the micro level,
trade and multinational linkages with a particular foreign country are positively
associated with the correlation between a firm and that foreign country. Their
methodology allows them to estimate the impact of direct linkages on co-movement
which would fall by about 0.098 or one-third of the observed average correlation
of 0.291 in their sample of partner countries, if these linkages were to be severed.

We proxy the trading activity of the firm by its foreign sales (FS) and the
foreign sales ratio (FSR) and we expect a positive relationship with integration.
Figure 3 plots the equal-weighted integration time series of the “zero” and quartile
portfolios based on foreign sales and its ratio. The “zero” portfolio contains all
the firms that report a zero value for sales from abroad while the 1st and 4th
quartile portfolio denoted by “Low” and “High” contains the bottom and top 25%
of firms that report a positive F'S value. The pattern for foreign sales and its ratio
is strictly monotonic across the quartiles with integration increasing along the
foreign sales dimension. More specifically, small exporters in terms of foreign sales
are subject to a relatively less volatile and lower integration level that is mostly
restricted to the 3%-5% range while integration for large exporters is above 10%,
especially after 2000. The difference in integration level between the “Low” and
“High” portfolios is larger in magnitude for FS than FSR but it is nevertheless

statistically significant for both. For example, the average difference for foreign
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sales is 9% while that of foreign sales ratio is just 1%. Part of that difference
can be explained by size. In unreported results, we observe a contraction of the
difference between the “Low” and “High” FS portfolio when we residualize against

size while the residualized FSR portfolios remain almost unchanged.
[Insert Figure 3 here]

4.2.3. Ownership variables

We also consider three dimensions of institutional ownership as potential de-
terminants of firm-level integration. These dimensions are the total and foreign
institutional ownership as well as a measure of common ownership. Each vari-
able captures a different aspect of the ownership channel and as such it is studied
separately. Specifically, we distinguish foreign from total investors while foreign
common ownership is a more refined interlinkage measure between the firm and
foreign markets.

Faias and Ferreira (2017) establish that cross-border institutional portfolio in-
vestment is a powerful force of international capital market integration and con-
vergence of asset prices. These institutions invest worldwide as agents of financial
globalization and as such we expect firms with high total institutional ownership
to be more integrated. Specifically, they construct market-cap weighted portfolios
of low and high institutional ownership and use a factor model to decompose the
variance explained by industry, country and global shocks. The ratio of country
to global variance is higher for the low ownership portfolio meaning that highly
owned stocks are more sensitive to global rather than local shocks. Even though
the effect of the number of investors on integration has not been directly observed,
it is logical to assume that it would be positive.

Figure 4 plots the equal-weighted integration time series of the quintile portfo-
lios based on total ownership. The 1st quintile portfolio denoted by “Low” contains
the 20% stocks with least institutional ownership while the 5th quintile denoted by
“High” contains the top 20% highly owned stocks. Stocks that have high levels of
total ownership, exhibit high levels of integration and vice versa. The average in-
tegration level of minimally and highly owned firms is 3.6% and 13%, respectively

with a large and significant difference between the two of 9.4% that is similar to
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the size effect. The total institutional ownership pattern remains unchanged when

even we control for size by residualizing ownership against size.
[Insert Figure 4 here]

When Faias and Ferreira (2017) control for foreign institutional ownership,
their results are stronger for firms with high foreign ownership; the global factor
explains more of the variation of the portfolio return than the country factor for
firms with high total ownership in the high foreign ownership quantile. Thus among
similar stocks in terms of total ownership, the ones with high foreign ownership
will be more sensitive to global shocks. They also use the addition of a firm to
the MSCI All index as an exogenous shock that increases total ownership through
foreign ownership and find that global betas increase significantly over local betas
for those stocks. The last finding also points to a positive relation between foreign
ownership and global firm-level integration.

Figure 5 plots the equal-weighted integration time series of the quintile port-
folios based on foreign ownership. The 1st quintile portfolio denoted by “Low”
contains the bottom 20% stocks by foreign ownership while the 5th quintile de-
noted by “High” contains the top 20%. Stocks that have high levels of foreign
ownership, exhibit high levels of integration and vice versa. The foreign ownership
integration levels for the “High” and “Low” portfolio are similar to those of total
ownership with an average and statistically significant difference of 12%. Results

remain the same when we control for size.
[Insert Figure 5 here]

Bartram et al. (2015) construct a foreign ownership return for stock i that takes
into account the institutional investment habitat that gives more weight to stock j
that shares a large number of common owners with stock i, to stocks whose owners
hold more of stock i and to stocks that are heavily invested in by stock i’s owners.
They find that this ownership return behaves like a common risk factor for stocks
that belong to the habitat emphasizing the importance of the linkages created
between stocks via foreign common ownership. In a similar vein Anton and Polk

(2014) also emphasize the role of institutions in linking stocks that they commonly
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ME;; are the market value of the holdings of fund f in stock i and the market value
of the stock i, respectively. We modify this measure by considering all institutions
f (not only mutual funds) and only stocks j that are foreign with respect to i.
We choose to work with foreign stocks j since we are interested in US firm-level
linkages with foreign markets and assets and as such it is natural to omit linkages

with domestic assets. Then we average over all foreign stocks j that are commonly
J

1
owned with i to define FCO_mean as 7 Z FCAP, ;;. Thus FCO_mean

j=1,j€foreign

is a more refined version of Anton and Polk (2014)’s FCAP and it is designed to
capture institutional ownership linkages between US and foreign equities.

Figure 6 plots the equal-weighted integration time series of the quintile port-
folios based on foreign common ownership. The 1st quintile portfolio denoted by
“Low” contains the bottom 20% stocks by foreign common ownership while the
5th quintile denoted by “High” contains the top 20%. It is clear that the effect of
common ownership on integration is positive and monotonic as expected. The av-

Y

erage integration of the “Low” and “High” portfolio is 2.7% and 14%, respectively
and as such their significant difference is estimated at 11.3%. When we control for

size, the foreign common ownership pattern remains the same.
[Insert Figure 6 here]

4.2.4. Corporate spread, Risk aversion and VIX

Market conditions in developed countries may drive capital flows and thus af-
fect international valuation differentials (Fernandez-Arias, 1996). The corporate
spread between BAA and AAA bonds as well as the VIX may affect capital flows as
proxies for risk aversion or sentiments of world investors. High levels of the BBB-
AAA spread and the VIX signal distress periods in which the correlation dynamics
of markets changes (Forbes and Rigobon, 2002; Rodriguez, 2007). RiskAVersion
is the direct measure of risk-aversion in the US of Bekaert et al. (2021). All three
indicators of business or financial cycle are positively related to country-level in-

tegration according to Bekaert et al. (2011) and as such they should also affect
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all firms in the US the same. Figure 7 shows the strong and positive relation-
ship between the mean US integration level and corporate spread, VIX and risk

aversion.

4.2.5. Internet users and Trade

The number of internet users and the total dollar amount of US exports and
imports over the GDP are proxies for information and trade, respectively. The
percentage of internet users reflects the general ease with which country’s citizens
can obtain information and thus recognize risks and improve risk sharing. On
the other hand, trade/GDP is a de jure factor of economic openness and free
flow of capital among countries. Trade/GDP takes into account the exporting
and importing activity of both private and public firms in the US and thus it
contains more information than the foreign sales data for individual public firms.
Both these variables have been found to be positively correlated to integration as
suggested by Bekaert et al. (2011) and Akbari et al. (2021).

4.8. Multivariate analysis

In this section, we present the findings of our empirical analysis in terms of the
GETS model and the measures of variable importance that we use to distinguish
the true variables that explain firm-level integration. Our multivariate framework
confirms the plausibility of the variables described in the previous section and then
ranks them in terms of their explanatory power within our models.

Table 2 shows the results of the panel regression of the final GETS model whose
overall explanatory power is 47%. The signs and significance of the preferred mul-
tivariate analysis are straightforward to interpret but they do not provide guidance
on which variables are more important in explaining integration. As such we re-
port the coefficient of the final regression with the variables selected by the GETS
algorithm, the overall contribution of each variable to the fitted model by which
we rank them, the values of the permutation test and the change in explanatory
power as defined in Section 3.1.3. Figure 8 offers a visual representation of the

importance of individual variables and their groups across all different measures.

[Insert Table 2 and Figure 8 here]
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Our analysis reveals several interesting results. First, we find that macroeco-
nomic variables have a large effect on the level of integration of all stocks in the
US market and they are always ranked very highly in terms of importance. The
corporate spread, also known as the default spread, is the single most important
variable that can explain most of the time variation in R-square. In the regression
framework, when the daily (annual) default spread increases by 1% (16%), US
integration with the world increases by almost 9%. The spread explains 32% of
the fitted variation or alternatively it explains 32% of the temporal fitted varia-
tion. When its value is set to zero, the explanatory power of the model decreases
by 1.3% while its score in the permutation test is 23%. In other words, when we
permute the corporate spread values and thus break the relation with integration,
the prediction error is the second largest capturing 23% of the sum of errors gen-
erated by permuting all the other variables. High corporate spread values signify
periods of distress in financial markets in which the correlation between them in-
creases. Rodriguez (2007) documented this phenomenon and concluded that there
can be structural breaks in tail dependence in high volatility regimes. Forbes and
Rigobon (2002) also study crisis periods including the 1987 US market crash and
reach the same conclusion; interdependence structure changes in these periods.

VIX and the Bekaert et al. (2021) risk-aversion index behave the same way as
corporate spread and their levels increase in times of distress. When VIX increases
by one unit, integration increases by 0.24% but it decreases by 2.5% when the
risk-aversion index does the same. Both the percentage of internet users as well
as trade/GDP have a positive relationship with US integration with coefficients
0.13 and 0.16, respectively. Only private credit, which is a proxy for the financial
development of the US, exhibits an unexpected negative sign (-0.19) in the final
GETS model. Overall, the relationship of the Macro variables with firm-level
integration is the expected one as confirmed by Bekaert et al. (2011) in their
study of country-level determinants.

Second, we confirm that size (ME) is the most important firm characteristic
that determines the level of integration of a firm with the world. Specifically, a 1%
change in market capitalization increases the value of the R-square measure of the
stock by 1.7%. The importance of size is also the highest across all measures of

variable importance as shown in Figure 8. For example, size by itself can explain
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31% of the variation of the fitted firm-level integration while removing its effect by
setting its value to zero for all firms drops the fit of the model by 2.6%. The change
in explanatory power with respect to size is by far the highest that we observe
in our GETS analysis followed only by corporate spread and total institutional
ownership (1.3% and 1.2% respectively). The permutation test corroborates the
significance of market capitalization with a score of 33% that is larger than that
of any other variable. The relation between size and integration is positive and
strong thus validating the findings of past literature.

The second most important firm-specific determinants of integration are either
the total institutional ownership variables (IO) or the number of total investors
(IO.num). When institutional investors increase their holdings of a stock by 1%,
the integration of that stock increases by 0.08% confirming the positive effect
that ownership has on integration. To put it differently, a one standard deviation
increase of total institutional ownership induces on average an increase of 0.22
standard deviations in the R-square. Institutional ownership is the second most
important firm characteristic after size based on the metrics of overall contribution
and change in explanatory power. Specifically, it explains 14% of the fitted R-
square variation while the fit of the model drops by 1.2% when we assume that
none of the firms are held by institutions. The score of total ownership in the
permutation test is very strong with the number of institutional investors, IO_num,
ranking higher than total ownership.

Surprisingly, neither foreign institutional ownership (FIO) and the num-
ber of foreign investors (FIO_num) or foreign common institutional ownership
(FCO_mean) can explain firm-level integration. Only foreign ownership was se-
lected by the GETS algorithm but its contribution to the model is essentially
non-existent. Both foreign ownership and the number of foreign investors rank
low among the top 24 most important variables based on the other importance
tests. Foreign common ownership shares a worse fate than the others as it is ex-
cluded by both the general-to-specific algorithm and random forest regression even
though the literature supports a positive relation with integration.

Another interesting finding is that foreign sales (FS) and not the foreign sales
ratio (FSR) is what matters more in explaining the total panel variation of inte-

gration. This suggests that the monotonic and positive pattern between firm-level
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comovement and the foreign sales ratio that is documented by Brooks and Ne-
gro (2006) is not the complete story: the absolute magnitude of exports matters
more than the proportion of exports over total sales for integration. Based on our
measure of overall contribution foreign sales is the third firm characteristic after
size and institutional ownership and explains 7.2% of the fitted R-square. When
a firm increases its sales abroad by 1%, its R-square increases by 0.3%. Alter-
natively, when exports rise by one standard deviation, integration with foreign
markets rises by 0.12 standard deviations of R-square on average. The sign of the
effect is positive as expected by the literature on exporting firms. The importance
of foreign sales fades when we measure it via the permutation test or the change
in explanatory power where foreign sales is found to be less important with scores
of 0.8% and 0.2% respectively.

When we study variables as groups, we find that firm-level integration is driven
by three types of factors: Macro, Market and Qwnership variables that are always
the top 3 most important groups by a large margin. Their overall contribution in
the GETS model is 41%, 34% and 11% (Figure 8b), respectively. The Business
group ranks in the fourth place and explains 8% of the fitted R-square variation
while the other groups explain less than 2.5%. Thus we confirm that variables from
other groups which are used only as controls, contribute little in explaining inte-
gration. Interestingly, Business variables always fall behind Qwnership variables
in terms of importance as shown in Figure 8 meaning that institutional investors

play a crucial role in the convergence of international prices.

5. Robustness checks

We discuss several robustness checks. Our results are robust when we use
random forest regression as an alternative variable selection technique or when
we use correlation as an alternative measure of firm-level integration. Results
remain unchanged when we control for small-cap stocks, probability of default as

a firm-level distress measure and financial firms.

5.1. Random forest regression

In this section, we augment our analysis using the random forest regression

model that is able to handle highly correlated variables and capture non-linear
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effects.

When we employ the random forest regression, we find that our results are
very similar to those of general-to-specific modelling. However, the RFR technique
does not generate interpretable coefficients as those in the conventional regression
framework and as such we examine the RFR results under the prism of the variable
importance measures only. The tree structure of RFR explains almost 90% of the
total variation of R-square in contrast to the 47% value of GETS. This almost
double increase in the fit of RFR compared to GETS suggests that there are
complex and possibly non-linear interactions between our plausible explanatory
variables and our measure of firm-level integration that only RFR manages to
capture.

Figure 9 shows the importance of individual variables and their groups based
on the permutation test and the change in R2 with our focus on the former. Cor-
porate spread is again found to be the most important determinant of integration
that influences all US firms. Size (ME) remains one of the most important firm
characteristics in explaining integration but it is ranked second with a score of 13%
(Figure 9a). Surprisingly, the number of institutional owners (IO_num) is at the
top ranking in both tests scoring 15% and 40% and it is only second to corporate
spread (36% and 56%). Foreign sales (FS) is placed at the third (5%) or fourth
place (10%) of firm characteristics that explain the R-square variation behind both
ME and IO_num.

When we repeat our analysis with variable groups, we find that Macro, Market
and Qwnership variables are the most important with the RFR results being in
agreement with those obtained by GETS. Their permutation test scores are 41%,
18% and 17% (Figure 9b) while Profitabiliy ranks fourth and explains 6%.

[Insert Figure 9 here]

5.2. Correlation VS R-square measure

We first assess the simple correlation as a substitute for our R-square and
find similar results. Correlation is the simplest and most popular measure of
dependence between two variables and as such our results are benchmarked against

it. Specifically, we re-estimate the GETS and RFR models using the correlation
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with the Fama-French world market factor® excluding the US as an alternative
measure of integration of a firm with foreign markets. It is calculated only when
there are at least 50 daily returns available for a firm in the July-June period in
the same vein as the R-square.

Panel A of Table 3 reports the variable importance when correlation is used in
the analysis for GETS and RFR. Results remain largely unchanged with the Macro,
Market and Qwnership variables being at the top. Their overall contribution in
the GETS model is 50%, 30% and 11% and their permutation test scores in the
RFR setting are 50%, 17% and 14% , respectively. Corporate spread is again the
most important variable explaining 42% of the variation in GETS. Size (ME) and
the number of foreign investors (FIO_num) prevail as the most important firm-
specific characteristics in GETS and RFR, respectively. Specifically, ME explains
26% of the fitted variation of integration while FIO_num has a permutation score
of 10% that is second only to that of corporate spread (41%). One noticeable
difference between the correlation and R-square results is the concentration of the
macroeconomic variables at the top of the list in terms of importance, especially

in the general-to-specific modelling.
[Insert Table 3 here]

5.3. Probability to default as a firm-level distress measure

The corporate spread between BAA and AAA bond indices remains the most
important variable of firm-level integration in all specifications. The spread mea-
sures the difference in default between high- and grade-investment bonds. Thus
a question is raised; will a firm-specific measure of probability to default be able
to capture better the effect of the corporate-spread? In other words, is there a
macro- or a micro-economic effect? We tackle this question by including the prob-
ability to default (PtD) as a plausible explanatory variable in our models. PtD is
extracted from the Kealhofer-Merton-Vasicek model in which the market value of

the shareholder’s equity can be viewed as a call option on the total assets of the

5The world market factor is found in the Fama/French Developed ex US 3 Factors file in their
website https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

25


https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

firm with a strike price equal to the debt obligations over a one-year horizon. Fig-
ure 10 shows that PtD is not even included in the first 30 most important variables
in the RFR model. Thus changes in the macroeconomic environment signified by
the increase of the corporate spread matter more in explaining integration than

firm-level measures of distress.
[Insert Figure 10 here]

5.4. The effect of micro-cap stocks

Even though micro-cap stocks comprise the majority of the US equity universe,
their economic significance is trivial. We follow the definition of the most recent
papers on asset pricing such as those of Hou et al. (2020) and Jensen et al. (2023)
and we consider a stock to be micro-cap when it belongs to the bottom 20%
quantile of all NYSE stocks. In this section, we explore their effect on our analysis
by excluding them.

Panel B of Table 3 reports the variable importance when micro-caps are ex-
cluded from the analysis for GETS and RFR. Micro-cap stocks do not alter quali-
tatively our results across models and variable importance measures. More specif-
ically, size (ME) is still the most important important firm characteristic with
institutional ownership variables ranking high across models. Overall, Macro,
Market and Ownership variables hold their positions as the primary determinants

of firm-level integration in the US.

5.5. The effect of financial firms

Finally, we examine how our results change when we exclude financial firms.
Panel C of Table 3 reports the variable importance when financial firms are ex-
cluded from the analysis for GETS and RFR with results remaining largely un-
changed. The same pattern of Macro, Market and Ownership variables being the
most determinants of integration emerges suggesting that our results are not driven

by the financial sector.

6. Conclusion

Even though integration at the country-level has been studied extensively in

the literature, firm-level integration has not been fully explored. In this paper, we
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provide insights on what determines the relationship of firms with foreign mar-
kets. To that end, we first compute a measure of firm-level integration using
the Pukthuanthong and Roll (2009) methodology for all US stocks for the period
1999-2019. We then combine that measure with a comprehensive dataset of 43
firm characteristics and 6 macroeconomic variables for a total of 49 variables to
uncover the factors that characterize firm integration. General-to-specific mod-
elling (GETS) and random forest regression (RFR) are employed to distinguish
between variables that matter in explaining the time-series and cross-sectional
variation of integration and those that do not.

First, we find that the integration of the average US stock has increased over
the years. However, there is great heterogeneity in terms of the R-square values
of firms meaning that firms exhibit various degrees of integration. Second, we
examine how integration varies across firm- and macro-level characteristics that
have been shown to be linked with integration in the past literature. By doing so,
we establish a relationship between integration as measured by the R-square and
size, foreign sales, foreign sales ratio, institutional ownership and macro-economic
variables such as the corporate spread.

Finally, we rank the variables in terms of importance and find that results
are consistent across the GETS and RFR techniques and across different mea-
sures of variable importance. More specifically, the US corporate spread between
BAA and AAA bond indices has the largest effect in the integration of all US
stocks. However, this is not limited to corporate spread; macroeconomic variables
in general matter more than firm characteristics. Furthermore, we find that size
(ME) is the single most important firm characteristic that determines the level
of integration of a firm with the rest of the world. Institutional ownership (I10)
or the total number of institutional investors (I0_num) are the second most im-
portant characteristics after size that matter in explaining integration. This last
finding highlights the power of institutions as agents of globalization that trade
internationally and contribute to the convergence of prices and thus increase the
financial integration between markets. Surprisingly, foreign sales, a de jure factor
of economic integration that serves as a proxy for the exporting activity of a firm,
comes third after size and institutional ownership.

When we categorize variables into groups, we find that Macro, Market and
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Ownership variables contribute the most in explaining the heterogeneity of inte-
gration across US firms, in that order. Thus, even though country-level conditions
are the primary determinants of integration, our results suggest that firm-specific
characteristics such as size and institutional ownership still play an equally impor-

tant role at the granular level.
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Appendices

A. General-to-specific algorithm

The GETS algorithm takes the following form:

1. The starting point is the general unrestricted model (GUM) as defined in

equation 3.1 and includes all the variables described in Section 3.

2. Of the full sample, 90% is retained, while the remaining 10% is set aside
for out-of- sample testing. The following battery of tests is run on this 90%

sample at the nominal size which is 1% for our specification:

(a) normality of residuals (Jarque and Bera, 1980).

(b) autocorrelation of residuals up to second order (x? test, see Godfrey,
1978, Breusch and Pagan, 1980)

(c) autocorrelated conditional heteroscedasticity (ARCH) up to second or-
der (Engle, 1982).

(d) in-sample stability test (first half of the sample against the second half,
see Chow, 1960).

(e) out-of-sample stability test of specification estimated against re-

estimation using 10% of data points retained for the Chow (1960) test

If one of these tests is failed, it is eliminated from the battery in the following

steps of the search path.

3. Each variable in the general model is ranked by the size of its t statistic, and
the algorithm then follows m (in our case, 10) search paths. The first search
path is initiated by eliminating the variable with the lowest (insignificant)
t statistic from the GUM. The second follows the same process, but rather
than eliminating the lowest, it eliminates the second lowest. This process is
followed until reaching the mth search path that eliminates the mth-lowest
variable. For each search path, the current specification then includes all

remaining variables, and this specification is estimated by regression.
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4. The current specification is then subjected to the full battery of tests of Stage
2, along with an F test, to determine whether the current specification is a
valid restriction of the GUM. If any of these tests fails, the current search

path is abandoned, and the algorithm jumps to the subsequent search path.

5. If the current specification passes the above tests, the variables in the cur-
rent specification are once again ordered by the size of their t statistics,
and the variable with the next-lowest t statistic is eliminated. This then
becomes a potential current specification, which is subjected to the battery
of tests. If any of these tests fails, the model reverts to the previous cur-
rent specification, and the variable with the second-lowest (insignificant) t
statistic is eliminated. Such a process is followed until a variable is success-
fully eliminated or until all insignificant variables have been attempted. If
an insignificant variable is eliminated, Stage 5 is restarted with the current
specification. This process is followed iteratively until either all insignifi-
cant variables have been eliminated or no more variables can be successfully

removed.

6. Once no further variables can be eliminated, a potential terminal specifi-
cation is reached. This specification is estimated using the full sample of
data. If all variables are significant, it is accepted as the terminal specifica-
tion. If any insignificant variables remain, these are eliminated as a group,
and the new terminal specification is subjected to the battery of tests. If it
passes these tests, it is the terminal specification; if it does not, the previous

terminal specification is accepted.

7. Each of the m (in our case, ten) terminal specifications is compared, and if
these are different, the final specification is determined using encompassing

or an information criterion.
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B. Random forest regression algorithm

We use the RandomForestRegressor class of the scikit-learn Python package to

run random forest regressions. As in Akbari et al. (2021), we also follow Geurts
et al. (2006) in setting the hyper-parameters of RFR. The RFR algorithm is

described below:

1. Draw a bootstrap sample of size max_samples from the training data X. We

choose max_samples = 2/3 meaning that we randomly select only 2/3 of

our original dataset to start building each Tree b.

2. Grow a random-forest tree T(X,0%) to the bootstrapped data, by re-

cursively repeating the following steps for each node of the tree, until the

maximum depth (max_depth) is reached. The maximum depth is reached

when the samples of the final node is less than min_sample_split = 10 or

either of the sub-samples left the split is less than min_samples_leaf = 5.

(a)

(b)

Select maz_features variables at random from the K variables. We
follow the convention of Geurts et al. (2006) and set maz_features = K

which in our case is 49.

Pick the best variable/split-point among the K candidate variables. For
the kth explanatory variable, we find the optimal splitting point s such
that

msin [MSE(y|lzy < s) + MSE(y|x, > s)] (B.1)

where MSE(.) denotes the mean squared error of a linear regression
of y on X (criterion = “squared error”). At each node of the decision
tree, the variable x; and the corresponding splitting point s that yield
the lowest MSE are chosen.

Split the node into two daughter nodes.

Once the maximum depth of the Tree has been reached, the fitted value
¢ is the average value of Y in the final node, § = f,(X) = T'(X, ©%)
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https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html

3. Steps 1 and 2 creates the Tree T'(X, ©%) where ©° contains the information of
all the Tree parameters used. Repeating those steps for b =1,..., B results
in the ensemble {T'(X, 0% }Z . A prediction at a new point x in a regression

setting is just

o]

i = fosle) = =5 T(, 0 (B.2)
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C. Definition of variable importance measures

C.1. Owerall contribution

To examine the contribution of each of the independent variables X; to the
overall variation of the fitted integration measure R?,t, we compute the following

covariance for each explanatory variable j:

T;

.

N
C’OU(R2 Bx)—izl
it 7] 1,550 _ N

i=1 T; t=1

B (B - ) @y —w) ()

where 7; is the mean of variable x; ; across firms and time. We also compute the

variance of the fitted /2, as:
. = 2
(72, - r2,) (C2)

where éft = % Z % Z ff?t

Thus we can define the ratio of each covariance term of equation C.1 to the
Cov( o BJ;Q J, t)
Var(Ri )
of the economic significance of each variable j.° The higher (and more positive)

overall predicted market integration variance of C.2, as a measure

the value of the ratio is, the more important variable j is in explaining the fitted
values of R?’t. The ratio is generally positive but it can be negative for some
variables. Let’s assume that the coefficient B of variable X is found to be positive.
Then, if variable X contributes to the overall fit of the model, we should expect
that an increase in X and thus in the predicted value of BX should increase the
predicted value of R? since B is positive. This means that the covariance of BX

and R? is positive. 1If, on the other hand, an increase in X and thus in BX ,

Ngets P2 B
sets Clov (Ri,tvﬁ]x%Lt)

6Note that - =1 since Var (R ) Cov (th,f{ ) with
j=1 Var (RzQ,t)
Ngets
R}, = Biwiju
j=1
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yields a decrease in RQ, then the expected positive relationship between X and
R? is broken and the covariance becomes negative. In essence, variable X does
a bad job in explaining the overall variation of k2. This measure is particularly
appealing to linear regression models such as GETS and it has been used by
Bekaert et al. (2011) to rank the effect of country-level predictors of segmentation.
We follow their paper and use it as our primary variable importance measure in
GETS modelling.

C.2. Permutation test

Once our model is trained, we can estimate the importance score for each of the
explanatory variables using the permutation test of Breiman (2001). The premise
of the test is that the fitted values show the largest sensitivity to changes in the
most important variables. Thus our score is the difference in prediction accuracy
before and after permuting the explanatory variables. This approach is known as
“Mean Decrease Accuracy” method.

If f is our trained model, X our variable matrix, y the target vector and
L = L(y, f) is our prediction accuracy measure, then we can estimate the er-

~

ror of the original model as e,.;; = L(y, f(X)). Our choice for L is the mean
squared error, L(y, f(X)) = E [y — f(X)]2 For each variable j, we generate ma-
trix Xperm j by permuting all data points of j. This permutation breaks the relation
between variable j and the true outcome y. We then estimate the prediction error
Cpermj = L(y,f(Xpe,,mvj)) of the permuted model and repeat the process K=10
times generating K corrupted datasets Xpe,m ;. Finally, we calculate the variable
importance as the difference VI; = % Eszl (€perm,jk — €orig)- Lhe scores are stan-
dardized so that they sum up to one and all variables are ranked based on that
score. The higher the value of VI, the more important that variable must be in
explaining y since the prediction error increases. The permutation test is generic
and as such it is applicable to both GETS and RFR models. It is our primary

variable importance measure in RFR modelling.

C.3. Change in R2

We measure the importance of variable j by setting its value to zero and com-

pute the difference between the R2 (explanatory power) of the original data matrix
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and the R2 of the one with zeros in column j keeping everything else fixed. The
larger the change in R2 is, the more important variable j must be since the fit
of the model worsens. When we apply this method for variable group g, we set
to zero all variables j that belong to g, 7 € ¢, to zero and compute the differ-
ence in explanatory power again. This method popularized by Gu et al. (2020)
is also generic and applicable to both GETS and RFR models and it is used as a

complementary measure to the overall contribution and permutation test.
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Table 2. Regression results of GETS model

Variable Coeflicient  Overall contribution Permutation test Change in R2
CorporateSpread 7.864%** 0.324 0.232 0.013
ME 1.662%** 0.313 0.334 0.026
10 0.079*** 0.139 0.017 0.012
FS 0.310%** 0.072 0.008 0.002
Internet_100_jun 0.127*** 0.068 0.012 0.005
VIX 0.243%** 0.064 0.154 0.001
FIO_num 0.016%** 0.058 0.007 0.000
OL -1.405%** 0.040 0.014 0.006
Coskewness 2,843 0.021 0.003 0.003
Trade_GDP_jun 0.158*** 0.018 0.011 0.001
PrivateCredit_GDP_jun  -0.186%** 0.018 0.001 0.013
C -0.07 7k 0.015 0.035 0.003
BtM -4.637H** 0.011 0.000 0.001
FSR 0.008%** 0.009 0.001 0.000
AOA -2.818%** 0.009 0.000 0.001
ILLIQ -0.110%** 0.006 0.001 0.001
INV 0.0171%** 0.003 0.001 0.001
dPI2A 0.011*** 0.002 0.001 0.001
Mom6m -0.011%** 0.001 0.005 0.002
PM 0.000%* 0.001 0.000 0.000
FIO 0.001 0.000 0.000 0.000
ROC 0 0.000 0.000 0.000
NOA -0.018%** 0.000 0.001 0.001
PCM -0.003 -0.001 0.000 0.000
C2D -0.001 -0.001 0.000 0.000
NOP -T.445%%* -0.001 0.000 0.000
S2p 0.204** -0.002 0.000 0.000
I0_HHI -23.739%** -0.003 0.004 0.003
Tan 0.050*** -0.020 0.027 0.001
RiskAversion -2.538*H* -0.078 0.087 0.001
I0_num -0.006*** -0.088 0.039 0.001

Notes: Table summarizes the results of the regression of the GETS model. Variables (first column)
are ranked in a descending order on their overall contribution to the model (third column). Overall
contribution is the ratio of the covariance of the fitted explanatory variable j with the fitted ]%ft
over the variance of ]A%ft The fourth and fifth columns summarize the variable importance of
the regressors in terms of the permutation test of Breiman (2001) and the change in R2. In the
permutation test, we score variable j by the difference in prediction accuracy before and after
permuting j. The change in R2 is the reduction in predictive R2 from setting all values of variable
j to zero, while holding the remaining model estimates fixed. Errors are robust and in parentheses.
* % and *** indicate statistical significance at the 10%, 5%, and 1% level, respectively.
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Figure 1. Global integration level of the US market for the period 1974-2019

Notes: Figure plots the mean (%) and standard deviation (%) of global integration for
all US domiciled and traded stocks. Global integration is measured as the adjusted R-
square of a regression of principal components of foreign market country indices against
the returns of a stock. The R-square is computed on an annual calendar basis from 1974
to 2019 using daily returns. The gray shaded areas correspond to Developed Markets
recessionary periods as defined by NBER.
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Figure 2. Integration time series across market cap based quintile portfolios.

Notes: Figure shows the equal-weighted integration time series across market cap quin-
tile portfolios. At the end of each June, we sort stocks into quintile portfolios based
on their current market capitalization (ME). We then calculate the mean integration
estimate of stocks within each of these 5 portfolios. The 1st and 5th quintile portfolios
denoted by “Small” and “Large” correspond to the smallest and largest by market cap
stocks, respectively. The gray shaded areas correspond to Developed Markets recession-
ary periods as defined by NBER.
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Figure 3. Integration time series across foreign sales and foreign sales ratio based quintile
portfolios

Notes: Figure 3a and 3b show the equal-weighted integration time series across foreign
sales and foreign sales ratio quintile portfolios, respectively. At the end of each June,
we sort stocks into quartile portfolios based on the value of their foreign sales (FS)
and foreign sales ratio (FSR) for the current fiscal year, only when both FS and FSR
are positive. Stocks with zero value of FS or FSR are included in portfolio 0. We
then calculate the equal-weighted integration estimate of stocks within each of these 5
portfolios. The 1st and 4th quartile portfolios denoted by “Low” and “High” correspond
to stocks with positive low and high FS or FSR, respectively. The gray shaded areas
correspond to Developed Markets recessionary periods as defined by NBER.
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Figure 4. Integration time series across total institutional ownership based quintile portfolios

Notes: Figure shows the equal-weighted integration time series across 1O portfolios. At
the end of each June, we sort stocks into quintile portfolios based on the value of their
total institutional ownership (IO) at June of the current year. We then calculate the
equal-weighted integration estimate of stocks within each of those 5 portfolios. The 1st
and 5th quintile portfolios denoted by “Low” and “High” correspond to stocks with low
and high IO values. The data spans June 1999 to June 2019. The gray shaded areas
correspond to Developed Markets recessionary periods as defined by NBER.
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Figure 5. Integration time series across foreign institutional ownership based quintile portfolios

Notes: Figure shows the equal-weighted integration time series across FIO portfolios. At
the end of each June, we sort stocks into quintile portfolios based on the value of their
foreign institutional ownership (FIO) at June of the current year. We then calculate the
equal-weighted integration estimate of stocks within each of those 5 portfolios. The 1st
and 5th quintile portfolios denoted by “Low” and “High” correspond to stocks with low
and high FIO values. The data spans June 1999 to June 2019. The line of portfolio
No2 in Figure 5 is discontinued because there is not enough variation of FIO for the
calculation of proper quintiles. The gray shaded areas correspond to Developed Markets
recessionary periods as defined by NBER.
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Figure 6. Integration time series across foreign common institutional ownership quintile port-
folios

Notes: Figure shows the equal-weighted integration time series across FCO_mean port-
folios. At the end of each June, we sort stocks into quintile portfolios based on the value
of their foreign common institutional ownership (FCO_mean) at June of the current
year. We then calculate the equal-weighted integration estimate of stocks within each
of those 5 portfolios. The 1st and 5th quintile portfolios denoted by “Low” and “High”
correspond to stocks with low and high FCO_mean values. The data spans June 1999
to June 2019. The gray shaded areas correspond to Developed Markets recessionary
periods as defined by NBER.
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Figure 7. Time series of mean US integration level with corporate spread, VIX and risk aversion

Notes: Figure plots the equal-weighted integration time series against corporate spread,
VIX and risk aversion. Corporate spread is the spread between corporate US BAA and
AAA bonds in a year. VIX is the option volatility index of CBOE. Risk aversion is the
direct measure of risk-aversion in the US of Bekaert et al. (2021). The gray shaded areas
correspond to Developed Markets recessionary periods as defined by NBER.
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Figure 8. Importance of determinants of firm-level integration in GETS

Notes: Figure shows the importance of individual variables and their groups in the
GETS model based on the measures of importance of Section 3.1.3. Figures 8a and 8b
plot the overall contribution, Figures 8c and 8d the results of the permutation test and
Figures 8e and 8f the change in R2 for variables and groups, respectively. For brevity,
we only report the 15 most important individual variables.
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Figure 9. Importance of determinants of firm-level integration in RFR

Notes: Figure shows the importance of the individual variables and their groups in the
RFR based on the permutation test and the change in R2. In Figures 9a and 9c we plot
the 15 most important variables.
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Figure 10. Importance of determinants of firm-level integration in RFR - Probability to default

Notes: Figure shows the importance of the individual variables and their groups in the
RFR based on the permutation test and the change in R2. In Figures 10a and 10b
we plot the 15 most important variables. We have included probability to default as a

firm-level measure of distress.
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